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Analysis of Simulated NMR Order Parameters for Lipid Bilayer
Structure Determination
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ABSTRACT The conventional formula for relating CD, average order parameters (S,,) to average methylenic travel (D, is
flawed when compared to molecular dynamics simulations of dipalmitoylphosphatidylcholine. Inspired by the simulated
probability distribution functions, a new formula is derived that satisfactorily relates these quantities. This formula is used to
obtain the average chain length (L), and the result agrees with the direct simulation result for {L). The simulation also yields
a hydrocarbon thickness 2(Dc). The result (Ls) = (D¢) is consistent with a model of chain packing with both early chain
termination and partial interdigitation of chains from opposing monolayers. The actual simulated area per lipid (A) is easily
obtained from the order parameters. However, when this method is applied to NMR order parameter data from dimyris-
toylphosphatidylcholine, the resulting (A) is 10% larger than the currently accepted value.

INTRODUCTION

Simple lipid bilayers have been a challenge for quantitativesimulations that is envisioned is that simulations will help
structure determination. For example, experimental valueguide experimental analysis, which will then provide more
for the average area per lip{é) for fully hydrated dipalmi-  accurate quantities of interest, which will then help tune the
toylphosphatidylcholine (DPPC) at 50°C have ranged fronforce fields used in the simulations.
56 to 72 & (Nagle, 1993), with corresponding uncertainty The main relation studied in this paper is between the
in the average thickness of the hydrocarbon cok®.2  average order paramete{S,) and the average travel per
The same range of uncertainty has come from the twanethylene(D,) along the normal to the bilayer. The con-
primary experimental methods, namely x-ray diffraction ventional relation (Schindler and Seelig, 1975; Thurmond et
and NMR. Recently, primary emphasis has been on thal., 1991; Nagle, 1993) can essentially be written as
x-ray technique, wherdAyppo = 62.9 = 1.3 A% was
obtained (Nagle et al., 1996). This result was in agreement (Dw)/Dy = (1= 2S))2, @)
with a reanalysis of NMR order parameter data, which gavevhere D,, is the maximum possible travel. A different
(Apppo = 62 = 2 A% (Nagle, 1993). However, it was relation has also been used (De Young and Dill, 1988):
emphasized in that reanalysis that there were assumptions
that could and should be tested with simulations. This paper (Dp/Dy = (1 — AS))/3. ()
carries forward that program. However, a recent simulation (Berger et al., 1997) shows
Simulations give a much more detailed view than any(their figure 7) that neither relation is especially good, and
experiments on lipid bilayers (Tobias et al., 1997; Tielemarthis paper reports essentially the same result for a different
et a.l., 1997) However, given the uncertainties in forcesimu|ation_ Even though the values m> that were ob-
fields and the restriction to nanosecond time scales, ongined in their simulation using the method of Nagle (1993)
should not necessarily expect simulations to obtain accuratgere in fairly good agreement with the actual simula&d
values for all quantities of interest. The use of simulationsit js important to elucidate the errors, including fortuitous
that we envision is to test relations between simulatetompensations.
microscopic quantities that cannot be obtained from exper- The simulation we analyze in this paper has been de-
iment. Such relations are commonly used to obtain quantiscribed previously (Tu et al., 1995). Briefly, the simulation
ties of interest from raw data. Simulations can also inSpirQNaS performed at constant number, pressure, and tempera-
new relations, as we show in this paper. This use of simutyre (NPT), withN = 32 DPPC lipids per monolayer and
lations does not require that all of the force fields be exactly, , = 28 waters/lipid,P = 0, and T = 50°C, using a
correct or that the simulated quantities of experimentalose—Hoover thermostat. The SPC/E water potential and an
interest agree perfectly with experiment. The interplay ofa|l.atom description of the lipids were used in the
CHARMM program, with Ewald sums for long-range in-
teractions. Since publication (Tu et al., 1995) the simulation
has been continued to 2 ns.
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FIGURE 2 For theith CH, group,D defines the travel along the bilayer
F . E normal z, 6 defines the local methylenic tilt, angl defines the rotation
0.0 oo o S S G Loisioaibons i - about the local methylene axig. Note that the local axis is generally
24 22 20 1.8 16 14 12 different for each carbon.
<D >
n

FIGURE 1 Symbols: simuIaFed average orde_r pz_arame(lﬁr{)sversus p,(z, D) the average position of carbanis given as
average molecular traveD,) (in A). Curved solid line: New Eq. 24.

Straight solid line: conventional Eq. 1. Dashed line: Eq. 2. Dotted line: Eq.

14. (z) = szp{z, D)dz dD. 4)

) . Fig. 3 shows thatz,) has upward curvature. This corre-
thenth methylene along the bilayer normal. Each simulatedsponds toD,, decreasing withn, which conforms to the
data point in this figure gives molecular dynamical averagegypectation that the chains become more disordered near the
for one specific methylene, with the different points corre-ieminal methyl end.
sponding to different carbon numbens different chains For many purposes it suffices to consider only the re-
(sn-1 and sn-2), and different monolayers (upper and lowery,ced distribution function
in the simulated bilayer. The solid straight line shows that
the conventional prediction (Nagle, 1993) works fairly well
for values of the order paramet@,) ~ —0.2 that are close pn(D) = j pa(z, D)dz. (5)
to the experimental plateau region, but the slope of the data
is clearly smaller than the conventional slope. This point hag, example, the average travel of carbprirrespective of
previously been made for a different simulation by Berger e{ynere it is, is then given by
al. (1997); they presented essentially this type of figure
(except that they plotted the molecular order parameter
instead of(S,)) with very similar results. Our first main (D) = pon(D)dD. (6)
result is the derivation of a new formula that gives the result
shown by the solid curve in Fig. 1.

The derivation of the new formula was inspired by de-
tailed results of the simulation that have not previously been ]
presented. As with any fluctuating statistical mechanical 15 1
ensemble, one should consider distribution functions. A ]
fairly general one that we have analyzed for the hydrocar-
bon chains is denotep|,(z, D). The discrete index is the ol LR ]
carbon number, which goes from 2 for the methylene next i n 1
to the carbonyl to 16 for the terminal methyl. The continu- I h
ous variablez is the distance along the bilayer normal, - .
wherez = 0 is the center of the bilayer and with the positive o
sign for the direction toward the headgroup region for that L N
chain. The instantaneous position of carlmis denoted by [ L
z,. The continuous variablB is the methylenic travel; for Y R T ST S N
carbon numben the instantaneous travB, is defined by 0 2 4 6 8 10 12 14 16 18

Dn =21 — 741, 3)
FIGURE 3 Average carbon positiofz,) (solid squaresin A) for all
as illustrated in Fig. 2. From the distribution function chains.
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It is also important to consider the mean square travel, 07 T T
Ar=(D}) = f D?p,(D)dD. (7) 0.6 yv :
ssin'ys | VTV ey '
L vV v
These quantities are shown in Fig. 4. 05 b 1-!-'—-'—-'—-'-»--'»-'-1-33;47-__5
To consider averages of the order parame&erit is ' Evva'VVv Aﬁi ]
necessary to consider another variable in the probability R LLe
distribution functions. Fig. 2 shows the local axsthat 04:_A A o a AAAA a E
goes through carboms— 1 andn + 1 and makes the angle i LLdkadaadsBan ]
0 with the bilayer normal along. Rotation around the local [Lasast
axis ' is measured by the anglg. A straightforward Y T T
calculation (see Eq. 3a; Nagle, 1993) gives the combined 0.5 1.0 1.5 2.0 25 3.0
order paramete§, of both deuterons on thaeth methylene D [A]

corresponding to this orientation:

FIGURE 5 Simulatedsiry,(D)) as a function oD for n = 6 (A, V)
S = %sirﬁp — %(1 + Sinzlp)cog(), (8) andn = 12 (A, ¥) averaged over sn-1 and sn-2 chains.A, The upper

monolayer;V, ¥, the lower monolayer.

where cos§ = D,/D,, involves only the previous variable

D, and the maximum travel along tlzexis, which isDy, = becomes

2.54 A for undistorted saturated hydrocarbon chains. The

additional variable is sf, for which average values for (S(D)) = 3(sirfys(D)) — 5 (1 + (Sirfs,(D)))(D/Dy)?.

narrow ranges ob are given by (12)

Fig. 6 shows simulation results that have been binned ac-
; I cording to the values dd, for both the upper monolayer and
(sifya(D)) = fsmzllj”(D)p"(D' VY. © the lower monolayer. Fig. 6 also shows theoretical curves
for (S,(D)) that were obtained from Eqg. 11 for different
Fig. 5 shows values ofsiry;, (D)) for two values ofn for ~ values of(sin’y,(D)). Clearly, the curve using a random
the upper and lower monolayers separately. The fact thadistribution (sin’y;(D)) = 0.5 fits quite well for 1.5 A<
(sirfy,(D)) is closer to 0.4 for the upper monolayer and D < Dy, where the counting statistics are good (pé@)
closer to 0.5 for the lower monolayer indicates incompletecurves in Fig. 6), and even reasonably well for smaller
thermal equilibration. This variable was considered by varvalues ofD, where the statistics are much poorer, because
der Ploeg and Berendsen (1983), with the suggestion thdlaere are few groups with large negative value©osuch
(sirfy,(D)) was less than 0.5.
After integration of Eq. 8 oven)s, the average order

......... T T T T T
parameter
02F
(S(D)) = [ Si(D, ¥)p(D, Y)dys (10) E
<S5(D)> ¢
00E-
2.2 T T T T T T
2 ]
Al o A 02F
20 o " maw E
" n
° 5 LT
(o] ° o u C
1.8F 3 - -
3 <D“>o o - 0.4 .
E o C
16 F ° 3 -3
o 3
14F o 4
2 4 5 ) 10 12 12 16 FIGURE 6 Simulated(S(D)) averaged over all carbons in the lower
n monolayer @) and the upper monolaye®j are compared to Eq. 11. —,
the result for(sirfy(D)) = 0.50; — — —, the results for 0.46 and 0.54. The

FIGURE 4 Simulated data foA,, (m) and (D,) (O) averaged for all  curves labeleg(D) show the probability distribution function for the lower
chains. monolayer (——) and the upper monolayer (- —-).
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groups have been callegbturns(Nagle, 1993). (The occur- as indicated by the increasing difference betwégnand
rence of values oD greater tharD,, is due to molecular (D, in Fig. 4, but they are not the fundamental problem.
distortions caused by thermal fluctuations and intermolec- To calculateD,, from A,, we need a way to estimate the

ular interactions.) mean square deviation,. Such a way is suggested by
Based on Fig. 6, we now adopt the approximationconsidering the distribution functign,(D) in Fig. 8, which
(sirfy,(D)) = 0.5. Then, shows that, over the most significant range @f p,(D)
1 D\2 behaves roughly exponentially:
(S(D) = 4[1 - 3(DM> } (12) py(D) = P&, for D = Dy,. (16)
Further integration oveD yields the usual average order The relevant parameter is the decay length and the
parameters, parametefp,, is just a normalization factor. It may be noted

that the decay length,, increases with the carbon number
(S) = } [1 B S(n)z] (13) in Fig. 8. Furthermore, secondary peakpjfD) occur near
4 Du/ |’ maximally negative values &; these are clearly deviations
from the functional form in Eq. 16. These are due to
%thurns, which are infrequent for smallbut become more
numerous, although they are still less than 10%, for laxge
Assuming Eqg. 16, we have

The consistency of Eq. 13 is tested in Fig. 7, which show
that the results for the direct simulation §f are very close
to the values of(S, obtained from Eq. 13 and direct
simulation ofA,,.
Equation 12 emphasizes th&,(D)) is a quadratic func- Du
tion of D, so thaS,) is a function okD2) = A2 rather than A2 = Q’n[
D

D
D?%PMdD = DZ + 2X2 — 21Dy, tanh/\—M
of (D,,)2. This just reflects the well-known fundamental fact _ n

M

that the order parameter is a second-order Legendre poly- a7
nomial, whereas the travel is first order. One might never-
theless consider approximati by A, Du D
PP @) by &, Dy =2, J D&dD = Dytanh-"~ .. (18)
- 4<S1> —Dwm "
(D) = A, =Dy 3 (14)

With no further approximation, Eq. 17 can be solved nu-
where the equality comes from inverting Eq. 13. This is americally to giveA,. However, analytical expressions are
poor approximation, as shown first by Fig. 4, which com-more appealing, and for this reason we extend the above
pares(D,) and A,, and, more importantly, by the lower integrals from—Dy, to —o (valid for A, << Dy,). Then,

curved line in Fig. 1. The reason for this is that, is A2=D2 + 2)2 — 2D (19)

generally greater thafD,) becausep,(D) has a nonzero 3 M " M

width o (D,) = Dy — A, (20)
7= {(Dy = (D)?) = A7 — (D)*. (15) o2 = A2 (1)

Becauses? > 0, the methylenic travel given by Eq. 14 is
overestimated. This is a basic mathematical problem. Up-

turns, defined as groups with < 0, are involved, in so far
as they broaden the distribution and increaséor largern, 0.1
S:
T T T T T T 1 T B =
030F ] o
<Sn> + ]
025F © ] 0.01 5
[ @ ] [
[ ® g i
0.20 N o & ® o ]
L [=] 4
r @ ]
0.15F o
; o ] 0001 E
0.10 r E L

FIGURE 7 Comparison ofS,) obtained from Eq. 13) with directly FIGURE 8 Number distributiong,(D) for n = 3 (smallest decay length)
simulated(S,) (O). to n = 15 (largest decay length).
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Solving for A,, in terms ofA,, yields used to obtain Eq. 19 breaks down for 10. The standard
N Eq. 1, shown in Fig. 9, deviates at both higland lown.
On = )\n =5 (DM - \ZAﬁ - DE/I) (22)
(Dy = 3(Dy + |2A% - D). (23)  AVERAGE CHAIN LENGTH

The square roots above are imaginary &gr< DZ,/2, and  In this section we extend the results for methylenic travel to
this sets a limit to the applicability of Eq. 23. For such smalllonger segments of the hydrocarbon chain. Of particular
values ofAZ most of our previous approximations are ques-interest is the average length of the entire hydrocarbon
tionable. In this limit,A,, would be on the order ob,,/2,  chain. This length is a little awkward conceptually because
meaning a broag, (D), which is poorly modeled by Eq. 16. it should include a poorly defined piece beyond the terminal
For carbons at the end of the chain we may expect mor&ethyln = 16. A more precisely defined length will be
complicated probability distributions. As shown by the sim- calledL¢, which is defined to be the average distance along
ulations, the maximum ip,(D) deviates fromD,,, and  the bilayer normal between the first methylene carbon and
peaks at negative values BX start to develop because of the terminal methyl carbon:

upturns. However, for another comparison note that a con- .

stant (isotropic) distribution betweenD,, and Dy, gives (Lo) = (z) — (z0)- (25)

2 rogm . 2
9 Dl e i o e s han 1 SPRICSIY oy e prsnt smulatos) - 1978 A andz) - 1.9
Assuming that the approximations hold, we can combing giving {Lo) = .12'46 A, T.O estimate the averilge full
Eq. 23 with Eq. 13 to give our final expression(@,) as a ength of the chainlc), we T'rSt add. 0.547 A tdlLp) to .
function of (S,): account for half of the projected distance from the first
methylene to the carbonyl carbon. We then addzls5- z,5)
(D) 1 —8(Sy— 1 to account for the extra length of the terminal methyl; the
Dy 2(1 + \3), (24)  rationale for this is that the terminal methyl volurk,, is
about twice as large as methylene volumg, (Nagle and
where the corresponding limiting point of applicability is Wiener, 1988; Petrache et al., 1997). The estimated chain
(S = —1/8 = —0.125. In these simulations, on{$,-) is  length obtained directly from the simulations is thitg) =
close to this limit, as can be seen in Fig. 1, which plots Eq.13.99 A.
24 and compares to direct simulations. The usual way to To obtain chain lengths from NMR requires using either
compare is shown in Fig. 9, which compares the direciour new Eq. 24 or the conventional Eq. 1. We first report
simulation results fotD,,) with those obtained from Eq. 24, results for(L¢), which are simply obtained by summing
using the simulation results fofS,). These two results (D,) over all odd values ofi from 3 to 15. The result from
deviate for largen because the exponential form used in Eq.Eq. 24 is(LE) = 12.49 A, and the result from Eq. 1{k¢)
16 is not accurate for methylenes near the terminal methyl= 12.42 A. Despite the deviations in Fig. 9, both approxi-
as shown in Fig. 8. Moreover, the approximatign<< D,, ~ mate results frondS,) agree well with the direct resulfi. )
= 12.46 A. However, the result from our new Eq. 24 uses
(D,g), Which is right at the limit where the square root
becomes imaginary, and so it probably gives a too small

22 0 T b T value, which happens to compensate for the positive devi-

[ ] ations in Fig. 9. The conventional result involves even more

D> u . : L
SoL © n h accidental canpellatlons, as sholwn in Fig. 9. .
+ e ; We next estimate the full chain leng¢hc), using

S P ]
1.8} ++ 3 ¥ 8 : 9 - 15

i u ¢ + 1 (L) = (1/2) E<Dn> + (D19, (26)
16k m o, ] n=2

[ " where (D,) was estimated byD3), and where the extra
14} m A (D, term estimates the extra contribution from the 16

[ terminal methyl end. These conventions are identical to
12L © ] those used two paragraphs above to obtain = 13.99 A.

) e PE o I NI — The value obtained using Eq. 26 and the direct simulation

2 4 6 8 10 12 14 16 results for(D,) is (Lc) = 14.01 A. Using Eq. 24 and the
n simulated(S,) yields(L.) = 14.0 A, and using Eq. 1 yields
FIGURE 9 Solid squares show directly simulat@) (in A). Estimates <_LC> = ,14'1 A. It therefore appears that[' for these S|.mula—
using Eq 24 are shown with open Circ|esy and Ehesymbo's show tIOI’]S, e'ther the Old or the new fOI’mU'a glveS gOOd eStImateS
estimates from Eq. 1. of (L¢).
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It is also worth considering such quantities for different RARALRAARAARAN I RARARLALE RARARE RN RARRARERL T
simulations. Berger et al. (1997) reported relative positions
of C,, Cq, and G, for three different simulation runs of
fluid-phase DPPC. They also reported the order parameters1.0
for each run. Our test of Eq. 24 for their best run (no. 2) is
presented in Table 1. Feller et al. (1997) reported similar
results, which are also used to test Eq. 24 in Table 1.
Comparison values are also shown for the present simula-
tion. In the plateau regiom = 4-9, the new Eq. 24 gives 5[
superior values for the travel when compared to the con-
ventional Eg. 1. In the extended regiom,= 4-14, the
conventional Eqg. 1 does better, but the relative error in Eq.
24 is less than 3%.

Lower monolayer Upper monolayer

Poun
N

S

(ol

) e — RO

HYDROCARBON THICKNESS

To obtain a better understanding of chain packing, it is
especially interesting to compare the average length of the
hydrocarbon chains{LC) with half the thickness of the FIGURE 10 Probability distribution of hydrocarbon chains, using

. . o Vew, = 26.94 B andV,,,, = 53.80 &. Thick solid line:Contribution from
hydrocarbon chain regiofD¢). The latter quantity is de- 2 monolayersDashed line:Upper monolayer onlyCrosses:Average

fined by positions(z,) and(z,). Thin solid lines:Probability distributions fon =

2 andn = 16 (terminal methyl) in the upper monolayddotted line:
Headgroup (including carbonyls, glycerol, and phosphatidylcholine) prob-
ability distribution in the lower monolayer.

Ve
(Do) = 1Ay (27)

where(A) is the average area per molecule, which is 6128 A

in th|S Simu!ation, an@/c isthe VOIL..Ime of both hydrocar-bon Where<zle> and<22> fall for the upper mono|aye|" as well as
chains, which has been determined to be 862fdk this  the probability distributions for these carbons.

simulation, using the procedure of Petrache et al. (1997). A major and unexpected result of this simulation is that
Using Eq. 27 then give®Dc) = 13.95 A. The consistency (L) determined in the previous section is numerically very
of this procedure is indicated in Fig. 10, which shows whereg|gse to(Dc). Although this result has often been implicitly
(D¢) falls on a profile of the hydrocarbon probability dis- assumed, it is not a priori correct, as emphasized by Nagle
tribution function: (1993). This point is illustrated in Fig. 11, which shows
three caricatures, each of which packs four chains, two in

16
_ each monolayer. Because of this simplicity, the average
Puc(2) = % Vibi(2), (28) chain length in these caricatures is jdst) = (L, + L,)/2.

The distinguishing feature of model | is early chain termi-
whereV,, = V¢, for n = 2-15 andV,4 = Ve, (The  nation of chain 1, s&; < D¢, which makegLc) less than
flatness of the hydrocarbon probability distribution in the (Dc). Model | has decreasing order with increasimgpe-
region—8 A < z < 8 A, where the headgroups and water cause the terminal methyl end of chain 2 is more disordered
are absent, is the criterion used to obtain the WQJVCHZ- than the carbonyl end, whereas chain 1 is equally disordered
and thenV,, comes from the simulated density of hydro- along the chain. The distinguishing feature of model Il is
carbon in this region (Petrache et al., 1997).) Fig. 10 show#terdigitation across the midplane, which makés)
greater thagD.), and which results in increasing order with
increasingn. Because the experimental order parameter
decreases with increasing model | is clearly superior to
model Il. However, for this simulation, which hakc) =
(Dg), model | must be wrong. This has led us to propose

TABLE 1 Comparison of partial chain lengths from different
simulations (direct) and estimates using Egs. 24 and 1

Tuetal. Feller et al. Berger etal. model Il in Fig. 11. Model Ill has both early chain termi-

(zy — (zo) (B) nations and interdigitation, the order parameter decreases

Direct 4.76 4.80 4.65 with increasingn, and(Ls) = (D), so model Ill is the best

Eq. 24 4.73 4.70 4.63 model for characterizing these simulations.

Eq. 1 4.54 452 4.41
(Z) = (2 (B)

Direct 9.00 8.80 8.50 AREA PER MOLECULE

Eq. 24 9.19 8.85 8.75 For the present simulatiofd) = 61.8 A2is obtained simply

Eq. 1 8.92 8.73 8.55

by dividing the total area of either monolayer by the number
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FIGURE 12 Estimate ofA, using Eq. 29 ©) and Eq. 31 @). The
horizontal line indicates the actual simulated afea 61.8 A.

[
!
H
T

Model III. (L) = D¢

1 3

2

4 shows that1/D,,) is larger than XD,y becauséD?) is larger
) than (D,)>. The order parameters are used to obt@np)

(Eg. 24) andD?) (Eq. 13). Fig. 12 shows th&a,,) obtained
FIGURE 11 Three simplified caricatures, labeled I, Il, and I, of pack- using Eq 31 in the p|ateau region is in reasonable agree-

ing geometry. For simplicity, only four chains are shown for each model,mem with the actualA) if one averageéA,) over a plateau
but more realistic distribution functions can easily be envisioned. The four . . > 9 > P
gion defined to be = 3-8.

numbered boxes represent the volumes occupied by each of the four chair{g .
Ignoring upturns, the chains start from the headgroup emd-at-D. and Although the average over= 3-8 gives the correch),
end in thez = 0 region. The order parameter is larger when the verticalit is important to understand why there is a slopgAn).

cross section of the box is smaller. Note that these caricatures are not meafAig. 3 shows the average positiofzs), and Fig. 10 shows
to designate sn-1 versus sn-2 chains. that there is a significant fraction of the headgroups at
values of(z,) for n = 3-5. Because these headgroups take
of lipid molecules in that layer. The issue is whether thisup volume and area that is not accounted for by Eq. 30, this
value of(A) can be obtained using the NMR order param-5ccounts for the smaller values OA) in Fig. 12. The
eters. For this simulation, which conforms to chain paCkingprobabiIity of headgroups decreases sharply(z} for
model lll in Fig. 11, this is easily accomplished using Eq. 27Iarger values of), but Fig. 10 shows that the probability of
and the preceding estimates(at,) for (D¢); this gives the  terminal methyls increases. These early chain terminations
satisfactory resulfA) = 862 A/14.0 A = 61.6 . - mean that there is more total area that is shared by fewer
Because model Ill may not apply to all bilayers, it is also chajns, which is also not taken into consideration in Eqg. 30;
of interest to evaluate a different way to obt&k) that uses  this accounts for the larger values @) in Fig. 12. The
only the low carbon numbers in the so-called plateau regionenain termination consideration was known previously
The usual formula for this is (Nagle, 1993), and this motivated considering only the
(A = ANVe /Dy, (29) plateau region. Th_is simulation shows that the headgroups
must also be considered and that there is hardly any region
whereVg,, = 26.94 A is the volume per methylene group that can be said to be free of both artifacts. Although one
in this simulation, and the factor of 4 accounts for two can obviously define a plateau region that works for this
chains per lipid and for a factor of 2 iD,, which, as simulation, it is not clear if this will be universal for other
defined, is really twice the travel per methylene. Fig. 12simulations or for real lipid bilayers.
shows the results from Eq. 29 fdA,) versusn. These
values are all too low in the plateau region= 3-38.
There is a basic mathematical flaw in Eq. 29, which isDISCUSSION
corrected by taking the average of the instantaneous are@he main result in this paper has been the development of
A, = 4V, /D,; this gives (Brown, 1996) Eq. 24, which gives a new approximation for obtaining
methylenic trave(D,,) from NMR order paramete«s,). As

(An) = AVer{1/Dy). (30) shown in Fig. 1, this formula fits the results of this simu-
The relation lation better than older approximations. Of course, the der-
ivation of Eq. 24 used detailed results of the probability
<1> :< 1 >z = n ((Dy = (Dw)? distribution shown in Fig. 8, and so Eq. 24 can only be
D, Dy + (D, — (D)) (Dp (D,)? expected to be as good as the simulation. There are results

) that show that the angle for the chains did not come to
- i (DY (31) equilibrium in the simulation (Fig. 5), although this seems
(Dy) {Dy? to make only a minor difference in the tests in Figs. 6 and
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7. Furthermore, the results from the different simulation ofwell for this simulation give values fdAp\pc) that are too
Berger et al. (1997) are in quantitatively good agreementlarge.
and results for chain fragments from three simulations (Ta- The resolution of this disagreement may involve several
ble 1) are in good agreement. Finally, the use of Eq. 24 tassues. The first and most obvious is whether this simulation
predict the chain length is in excellent agreement with thas misleading. Clearly, other simulations should be analyzed
actual chain lengtiL.). Nevertheless, Eq. 24 is a suffi- with NMR interpretation in mind. This involves testing Eq.
ciently radical departure from standard practice that it24, which also has implications for changes in chain length
should be tested on new and independent simulations afsed by Koenig et al. (1997). It also involves test{hg) =
bilayers. (D) and Eq. 27. Of course, itis possible that all simulations
A major surprise is the simulation result that half the will give the same but not the correct answer to the issue of
mean thickness of the hydrocarbon chain reg{fp) is  equality of(L.) and(D.) because chain packing, as con-
numerically close to the average chain lengith). Even  trasted with chain conformational order, does not equili-
though this has been an implicit assumption in NMR studiesrate in the nanosecond time range. In this regard NMR
(Schindler and Seelig, 1975; Thurmond et al., 1991), it isstudies indicate slower, collective motions (Nevzorov et al.,
not a priori necessary. In particular, the occurrence of early1 998). It may be noted that the simulation studied in this
chain terminations (model | in Fig. 11) would, by itself, paper was a particularly long one, although a new hybrid
require{L.) to be smaller thakD.). However, the effect of Monte Carlo/molecular dynamics method may, in the fu-
early chain terminations appears to be canceled by the effettire, overcome some equilibration barriers (Clark et al.,
of interdigitation, as illustrated by model Il in Fig. 11. 1999). Perhaps one might also question whether, because of
The resul{D.) = (L) leads to a simple way of estimat- subtle effects of relative time scales (Brown, 1996), NMR
ing area per molecul@d) using Eq. 27. This reproduces the may not measure the same instantaneous order parameters
actual (A) in this simulation. This would be a very nice that are obtained straightforwardly from simulations. Mea-
result, except that it leads to a disagreement. This procedusaired NMR order parameters that are orl§0% too low
gave(Apppo = 71.7 A2 for DPPC at 50°C (Thurmond et would also account for the disagreement.
al., 1991). Of course, the NMR study used the older Eq. 1, We have not yet achieved the desired goal of being able
but we have shown in the third section of this paper that, foto advocate an analysis method that can use NMR order
this simulation, the significant deviations in this formula for parameters to quantitate bilayer structure. Nevertheless,
individual carbonsn (see Fig. 9) average out, so that the flaws in previous methods have been elucidated, and the
total chain lengtiL.) is quite well approximated by either issues have been drawn more precisely. Further simulations
Eq. 1 or Eq. 24. Therefore, the results in this paper suppornd further analysis of already completed and ongoing
the method used by Thurmond et al. (1991). However, theisimulations should be performed to help resolve the remain-
result for(Apppo is 14% larger than the valu@,pp =  ing issues.
62.9 A2 obtained from x-ray studies (Nagle et al., 1996).
We have examined this disagreement further for DMPC.
Ty recent sudies have agreed Wiypd) = S9.62 05 1 LA Saec r ambyng e e b o DU
A?for DMPC atT = 30°C. Our study (Petrache etal., 1998) gran? GM 40712) when he‘r initial work was perforrrJr?ed. NIH grant
used the same x-ray method as used for DPPC. The oth@iv4976 is gratefully acknowledged for support of HIP and JFN.
study (Koenig et al., 1997) combined x-ray and NMR
results, but only changes {b.) were obtained from NMR
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